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This contribution presents results of an interference analyzes, carried on parts of a real city scenarios, supported by a 3D ray tracing SW tool.
Also network capacity and delay evaluations are provided for a specific case.
A particular focus has been put on the new usage model called “mmWave Distribution Network”, also known as “Mesh Network”, as recently proposed by Deutsche Telekom (DT) in July 2017 IEEE 802.11ay meeting in Berlin (see Ref. [ 1 ]).
The simulation results upon the above network model are positive. In particular it is shown that it is possible to run a network with only one frequency channel with high throughput (1.6 Gbps per link and a total 6.6 Gbps when the traffic generated from four equipment reach the fiber point of presence) and relative small delay[footnoteRef:1]. [1:  The performance are reached when the last link capacity is not exceeded.] 

In addition further simulations show that high density networks can be deployed at low interference level by using steerable antenna and that on a Manhattan Grid topology the interference level experienced by using fixed beam antenna or steerable antenna is practical the same

[bookmark: _Toc488581504][bookmark: _Toc490641011]Introduction

V-Band communication links are foreseen to be used for both access and transport applications.
Access applications, which are the main subject of this document, include street level connectivity, urban/suburban fixed broadband residential access and business connectivity.
They are widely known as Fixed Wireless Access (FWA).
Transport applications include connecting devices such as WiFi access-point and smart-city sensor.
These applications are compatible with V-Band equipment short range and small foot print characteristics used for FWA, which are make street level installations using either P2P or P2MP topology possible.
V-Band equipment may also be used in rooftop to street connectivity, for access applications and as a feeding point for street-level chains.
The links range using beam-steering antennas is limited due to their relatively low gain to about 200 m (typ.), and is additionally restricted by the availability of clear line-of-sight (Ref. [ 2 ]). Link operation is strongly protected from interference by line-of-sight blockage (typically by structures and foliage) and by Oxygen absorption which reaches at maximum 15 dB/km in the band (at around 59 GHz).
There are also secondary protection mechanisms such as the antenna spatial filtering, i.e. the low transmit power spread across wide bandwidth, leading to low spectral power density and robust modulation schemes typically being used.[footnoteRef:2] [2:  To circumvent residual interference and enhance operation reliability, sharing algorithms such as dynamic frequency selection (DFS) and listen before talk (LBT) medium access protocols may be deployed but are not object of this document.] 
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Overall procedure, which has been performed for various cases, is based on a 3D map, over which a set of network elements is placed, in accordance with the analyzed case. Links within this network are then analyzed on each transmission directions, to evaluate the received signal, noise and interference level.
Two kinds of nodes, provided with steerable antenna, have been defined AP (Access Point) and RT (Remote Terminal). In each AP node two sectors (or directions) can be covered. 
Systems operate in TDD and simulations are executed in absence of rain (i.e. clear sky).
Two different frequency arrangements have been used: the former with a single channel frequency and the latter with two channels available.
EIRP =40 dBm is assumed (CEPT max allowed value for indoor – FCC max value for non-fixed P-t-P).
Antenna array: 60 elements (12x5 array was used, with phase shifters for each element) with 6.5 dBi gain/element.
Table 1 shows the main characteristics of the simulated systems and Fig. 1 shows the simulated RPE diagram of a possible steering antenna in two steering conditions (i.e. 0° and 45°).

	Parameters
	Value

	EIRP
	40 dBm

	TX power level
	17.5 dBm

	Noise figure
	7 dB

	Bandwidth
	2160 MHz (WiGig RF Channel)

	Front to back separation
	90 dB

	Adjacent channel separation
	20 dB (NFD)

	Receiver sensitivity
	-61 dBm (for IEEE 802.11ad MCS 8)

	Antenna main lobe gain
	22.5 dBi

	Max steering angle (range)
	45° only on azimuth plane

	HPBW azimuth
	± 5°

	HPBW elevation
	± 10°

	Installation Height
	3 m except otherwise specified

	Reference modulation and coding scheme
	MCS 8

	SINR (BER 10-6)
	7 dB (Figure 27)


[bookmark: _Ref488671130]Table 1	Main system characteristics
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Figure 1	Antenna RPE behavior with steering

Only in sections §5 and §6 a 2D geometric interference analysis has been performed.
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The examined area is a portion of Washington D.C., a typical dense urban clutter (Figure 2). The green square is the map available to the tool but, due to symmetry of the topology and buildings shielding, only the yellow sector has been analyzed in detail.
Equipment with antennas placed at height ranging between 3 m to 5 m have been used.
Mesh and linear network topologies have been considered.
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[bookmark: _Ref488674236]Figure 2	Washington D.C examined sector
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[bookmark: _Ref488671302] Figure 3	Specific portion analysed
In Figure 3 the basic arrangement for mesh network topology is shown with 3 fiber Points of Presence (PoP) depicted as blue diamonds (node 1, 7 & 11) while several Access Points (AP) are depicted with yellow placeholders (nodes) and other APs are also placed in same positions of PoPs
A specific graph has been selected, among the possible ones allowed to connect PoPs and APs, with solid arrows, where each PoP is assumed to reach some AP by means of a preferential path resulting in 3 different “network island” (blue dashed ellipses).
The three different network islands are based on network topology, in relation with simulated traffic flow through network nodes (such as spanning tree).
Alternative paths are represented by dashed arrows.
Simulations have been carried on only for the preferential path.
Transmission direction from the PoP onwards is assumed as “downlink” (DL), the opposite is considered as “uplink” (UL) in the whole document.
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For each link and for each direction (UL / DL), the wanted received signal (S) and the aggregated level of interference coming from all other links in the network (I) are computed by means of a 3D ray-tracing tool.
Results are shown in terms of Signal to Interference Noise Ratio (SINR) and signal to noise ratio (SNR).

	AP
	AP
	Length [m]
	SINR_DL [dB]
	SINR_UL [dB]
	SNR [dB]

	AP02
	AP03
	140
	22,6
	18,4
	22,6

	AP10 
	AP11 
	221
	4,88
	9,07
	9,07

	AP08
	AP07
	118
	21,5
	21,6
	21,6

	AP09
	AP05
	167
	13,1
	10,1
	14,3

	AP06
	AP05
	105
	20,1
	19,6
	24,3

	AP06
	AP07
	161
	8,28
	12,5
	12,5

	AP01
	AP04
	120
	9,94
	11,7
	14,1

	AP03
	AP04
	51,6
	13
	14,1
	18,3

	AP10 
	AP13
	117
	19,1
	15
	19,1


[bookmark: _Ref488671369]Table 2	One single channel used

	AP
	AP
	Length [m]
	SINR_DL [dB]
	SINR_UL [dB]
	SNR [dB]

	AP02
	AP03
	140
	22,6
	22,5
	22,6

	AP10
	AP11
	221
	9,07
	9,07
	9,07

	AP08
	AP07
	118
	21,5
	21,6
	21,6

	AP09
	AP05
	167
	14,2
	14,2
	14,3

	AP06
	AP05
	105
	24,2
	24,2
	24,3

	AP06
	AP07
	161
	12,4
	12,5
	12,5

	AP01
	AP04
	120
	14,1
	14,1
	14,1

	AP03
	AP04
	51,6
	18,2
	18,2
	18,3

	AP10
	AP13
	117
	19,1
	15
	19,1


[bookmark: _Ref488671387]Table 3	Two RF channels used

Table 2 and Table 3 show that the availability of a single channel in the network is enough to guarantee the use of MCS 8, while the addition of a second channel exhibits a SINR improvement on average of 2/3 dB.




[bookmark: _Toc490641017]RT (street to roof)

In this simulation scenario (Figure 4 and Figure 5) the network has been densified by adding some more RT nodes as access terminals on the rooftop corners of buildings (such as in a FWA use case). Antenna vertical HPBW characteristic is used only to access the roof terminals (no steering capability assumed). As usual direction towards the access point is referred as uplink (UL), the opposite is downlink (DL).
Results for the simulated links are shown in case the buildings and the streets are realized by a partial reflecting material (concrete) or by a perfectly reflecting one.

[image: ]
[bookmark: _Ref488671521]Figure 4	Simulation scenario
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[bookmark: _Ref488671524]Figure 5	Antenna Vertical HPBW
Table 4 shows results in case material constituting buildings and road are not reflective.
Result show that most links can have SINR much higher than 10 dB by reaching values up to about 38 dB. Such links are in Line of Sight conditions.
For other links, where LOS condition is not met, the propagation is dominated by diffraction, and the SINR appears much lower, such as link doesn’t work (AP07-RT10 and AP11-RT03).

	AP
	RT
	Length [m]
	SINR_DL [dB]
	SINR_UL [dB]
	SNR [dB]

	AP11
	RT02
	39
	29,7
	29,7
	29,7

	AP10
	RT04
	55
	29,2
	29,4
	29,4

	AP10
	RT05
	61
	17,5
	17,5
	17,5

	AP10
	RT06
	30
	34,3
	34,3
	34,3

	AP10
	RT07
	65
	27
	26,8
	27

	AP08
	RT08
	42
	27,4
	28,5
	28,7

	AP08
	RT09
	67
	11,9
	12,1
	12,1

	AP08
	RT11
	48
	30,7
	30,7
	30,7

	AP07
	RT10
	89
	-6,48
	-7,82
	-6,48

	AP11
	RT03
	78
	-12,7
	-12,9
	-12,7


[bookmark: _Ref488671575]Table 4	AP/Node to RT, Concrete Buildings and Concrete Street

Table 5 shows the results when perfect reflective (PEC) material is used in simulation, the figures for links where the LOS condition is met doesn’t’ t change significantly, while for some nLOS links reflection becomes prevalent over diffraction and the figures improve; in particular, one of two links (AP07-RT10) can operate the target signal.

	AP
	RT
	Length [m]
	SINR_DL [dB]
	SINR_UL [dB]
	SNR [dB]

	AP11
	RT02
	39
	29,7
	29,7
	29,7

	AP10
	RT04
	55
	29
	29,4
	29,4

	AP10
	RT05
	61
	17,5
	17,5
	17,5

	AP10
	RT06
	30
	34,2
	34
	34,3

	AP10
	RT07
	65
	27
	26,6
	27

	AP08
	RT08
	42
	27,7
	28,8
	29

	AP08
	RT09
	67
	16,8
	15
	16,9

	AP08
	RT11
	48
	30,7
	30,7
	30,7

	AP07
	RT10
	89
	16,8
	15
	16,9

	AP11
	RT03
	78
	-10
	-10
	-10


[bookmark: _Ref488671615]Table 5	AP/Node to RT, perfect reflecting material for Buildings and Street
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A further simulation has been made by adding three WiGig interferers (IAP 1 to 3) in same road where network access points AP7, AP8, AP10, AP11 are placed, at street level, at same height from ground, fixed to building walls, on both sides of road.
IAP TX power is P_TX= 23.5 dBm, antenna gain is about 13 dBi, 3dB main lobe is ≈ 90 ° (horizontal plane), ≈10 ° (vertical plane).
Table 6 shows that addition of such elements produces negligible (0.2 dB) or no SINR changes.

	AP
	RT
	Length [m]
	SINR_DL [dB]
	SINR_UL [dB]
	SNR [dB]

	AP11
	RT02
	39
	29,7
	29,7
	29,7

	AP10
	RT04
	55
	29,2
	29,4
	29,4

	AP10
	RT05
	61
	17,4
	17,5
	17,5

	AP10
	RT06
	30
	34,2
	34,2
	34,3

	AP10
	RT07
	65
	26,8
	26,7
	27

	AP08
	RT08
	42
	27,4
	28,5
	28,7

	AP08
	RT09
	67
	11,9
	12,1
	12,1

	AP08
	RT11
	48
	30,7
	30,7
	30,7

	AP07
	RT10
	89
	-6,83
	-7,83
	-6,48

	AP11
	RT03
	78
	-12,7
	-12,9
	-12,7


[bookmark: _Ref488671750]Table 6	AP/Node to RT, Concrete Buildings and Concrete Street, Interference AP (IAP) on street level
It is shown that the reflections can become the dominant effect for some specific links, where diffraction appears to be a significant propagation mechanism with non-reflecting material (NLOS links) 
In presence of sufficiently reflecting materials (PEC case), figures of some NLOS links can improve significantly for SINR values, allowing expected transmission traffic.
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This simulation has been specifically addressed to study the behavior of network over long straight directions (long streets). Two main cases, Mode 1 (in-phase transmission) and Mode 2 (alternate transmission) configurations (Figure 6 and Figure 7), in three conditions have been studied:
· Equipment (AP) located at same height (3 m) from road level and same side of street.
· Equipment (AP) at different levels (3 and 5 m) from road floor and same side of street.
· Equipment (AP) located at same height (3 m) from road floor and geometrically alternated along both sides of street (“zigzag”).

[image: ]
[bookmark: _Ref488671806]Figure 6	Mode 1 - in-phase transmission configuration

Table 7	Mode 1 Simulation Results
	AP
	AP
	Length [m]
	SINR_DL [dB]
	SINR_UL [dB]
	SNR [dB]

	AP7
	AP8
	 
	4,88
	13,2
	17,4

	AP8
	AP10
	 
	5,19
	7,21
	19

	AP10
	AP11
(POP)
	 
	6,59
	5,86
	19,6

	AP11
(POP)
	AP15
	
	12.7
	3.23
	16.9


A:	 Line Topology (Mode 1) (all 3 meter height) – APs at same side
	AP
	AP
	Length [m]
	SINR_DL [dB]
	SINR_UL [dB]
	SNR [dB]

	AP7
	AP8
	 
	4,66
	12,8
	17

	AP8
	AP10
	 
	5,18
	6,93
	18,5

	AP10
	AP11
(POP)
	 
	6,35
	5,83
	19,2

	AP11
(POP)
	AP15
	 
	12,3
	3,05
	16,5


B:	Line Topology (Mode 1) Vertical Variation (3, 5, 3, 5 & 3) m – APs at same side
	AP
	AP
	Length [m]
	SINR_DL [dB]
	SINR_UL [dB]
	SNR [dB]

	AP7
	AP8
	 
	12,9
	17
	21,2

	AP8
	AP10
	 
	9,98
	10,47
	17,7

	AP10
	AP11
(POP)
	 
	12,4
	16,6
	25,1

	AP11
(POP)
	AP15
	 
	11,6
	2,98
	15,8


C:	Line Topology (Mode 1) (all 3 meter height) geometrically alternated along both sides of street
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[bookmark: _Ref488671809]Figure 7	Mode 2 - alternate transmission configuration
Table 8	Mode 2 Simulation Results
	AP
	AP
	Length [m]
	SINR_DL [dB]
	SINR_UL [dB]
	SNR [dB]

	AP7
	AP8
(POP)
	 
	10,9
	17,4
	17,4

	AP8
(POP)
	AP10
	 
	19
	12,3
	19

	AP10
	AP11
(POP)
	 
	19,6
	13,1
	19,6

	AP11
(POP)
	AP15
	 
	10,2
	16,9
	16,9


A: Line Topology (Mode 2) (all 3 meter height) - APs at same side
	AP
	AP
	Length [m]
	SINR_DL [dB]
	SINR_UL [dB]
	SNR [dB]

	AP7
	AP8
(POP)
	 
	10,6
	17
	17

	AP8
(POP)
	AP10
	 
	18,5
	12,2
	18,5

	AP10
	AP11
(POP)
	 
	19,1
	12,8
	19,2

	AP11
(POP)
	AP15
	 
	9,96
	16,5
	16,5


B: Line Topology (Mode 2) Vertical Variation (3, 5, 3, 5 & 3) m- APs at same side
	AP
	AP
	Length [m]
	SINR_DL [dB]
	SINR_UL [dB]
	SNR [dB]

	AP7
	AP8
(POP)
	 
	15,5
	21,2
	21,2

	AP8
(POP)
	AP10
	 
	17,7
	13,8
	17,7

	AP10
	AP11
(POP)
	 
	25,1
	19,5
	25,1

	AP11
(POP)
	AP15
	 
	11,8
	15,7
	15,8


C: Line Topology (Mode 2) (all 3 meter height) geometrically alternated along both sides of street
Mode 2 grants 6/7 dB higher SINR than Mode 1, showing that the choice of transmission system along the path can play a significant role in overall performance. In line with this consideration, topology realized using consecutive crossing-road connections (“zigzag” topology) provides a further 3 dB increase of SINR in both modes.
Installations using nodes not at different heights from road levels (3 and 5 m) show negligible degradation in SNR due to the small reduction of the RX power, since no vertical steering is applied.
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[bookmark: _Toc490641021]Roof-to-roof
[image: ]In Shanghai area (Figure 8) a simulation has been accomplished based on a roof to roof network configuration shown in Figure 9.
[bookmark: _Ref488672159]Figure 8	Shanghai area considered in simulations
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[bookmark: _Ref488672166]Figure 9	Roof-to-Roof Configuration
Interference analyzes assuming equipment characteristics of a real 60 GHz Point-to point equipment was accomplished, followed by a simulation assuming a WiGig based equipment.

PtP equipment characteristics:
· Duplex: TDD
· Frequency: 60875MHz
· Bandwidth: 2000MHz
· Polarization: Horizontal
· TX power: 5.5dBm
· Antenna gain(TX/RX): 34.5dBi
· Beam-width: 1.9 degree

PMP equipment characteristics:
· Duplex: TDD
· Frequency: 60875MHz
· Bandwidth: 2000MHz
· Polarization: Horizontal
· TX power: 24dBm
· Antenna gain(TX/RX): 16dBi
· Beam-width: 15 degree

	Victim Link(DL) 
	Interfering Link 
	RSL(dBm) 
	Interf. (dBm) 
	RSL(dBm)
	Interf. (dBm) 
	TD(dB) 

	
	
	Point-to-point
	Point-to-MP
	

	Link 2 
	Link 27 - DL 
	-32.8 
	-99.8 
	-51.5
	-99.8
	0.01 

	Link 5 
	Link 22 - DL 
	-36.7 
	-86.7 
	-55.3
	-87.3
	0.18 

	Link 5 
	Link 27 - DL 
	-36.7 
	-101.3 
	na
	na
	0.01 

	Link 6 
	Link 14 - DL 
	-40.2 
	-98.9 
	-59.1
	-96.7
	0.01 

	Link 13 
	Link 28 - DL 
	-37.3 
	-91.4 
	-56.2
	-98.3
	0.06 

	Link 13 
	Link 27 - DL 
	-37.3 
	-100.4 
	-56.2
	-96.8
	0.01 

	Link 21 
	Link 24 - DL 
	-43.0 
	-84.5 
	-61.8
	-85.9
	0.3 

	Link 21 
	Link 28 - DL 
	-43.0 
	-98.8 
	-61.8
	-92.8
	0.01 

	Link 26 
	Link 19 - DL 
	-39.2 
	-100.2 
	-57.7
	-95.3
	0.01 

	Link 27 
	Link 17 - DL 
	-42.1 
	-97.5 
	-60.9
	-95.9
	0.02 

	

	Link 14 
	Link 6 - UL 
	-40.2 
	-99.8 
	-58.9
	-96.7
	0.01 

	Link 12 
	Link 28 - UL 
	-45.0 
	-99.6 
	-63.1
	-98.1
	0.01 

	Link 17 
	Link 27 - UL 
	-41.6 
	-97.5 
	-59.8
	-95.9
	0.02 

	Link 19 
	Link 26 - UL 
	-42.7 
	-100.2
	-61.9
	-95,3
	0.01 

	Link 22 
	Link 5 - UL 
	-38.2 
	-86.7 
	-56.7
	-87.3
	0.2 

	Link 24 
	Link 21 - UL 
	-38.2 
	-84.5 
	-58.4
	-85.9
	0.3 

	Link 27 
	Link 2 - UL 
	-42.1 
	-99.8 
	-60.9
	-100.5
	0.01 

	Link 27 
	Link 3 - UL 
	-42.1 
	-100.4 
	-
	-
	0.01 

	Link 27 
	Link 5 - UL 
	-42.1 
	-101.3
	-
	-
	0.01 


Table 9	Interference levels – roof to roof scenario

[bookmark: _Toc490641022]Nodal specific case

A specific nodal study, including two self-backhauling links (Link1 and 2 in Figure 10), was also undertaken. 
Two equipment, with two steerable antennas, are placed in the node, in this scenario.
When the system operates as “self-backhaul”, only link 1 and 2 are active, due to simulated antenna steering range.
Link1
Link2
Link3
Link4
Link5
Link6
Link7
Link8

[bookmark: _Ref488672286]Figure 10	Nodal setup
Table 10 shows interference levels towards Self-backhaul links, during downlink and uplink (a single RF channel is used).
	Victim Link(DL) 
	RSL(dBm) 
	Interfering Link 
	Interference(dBm) 
	TD
(dB) 
	Total TD
(dB) 

	Link 1 
	-60.5 
	Link 5 – DL 
	-84.7 
	0.3 
	< 0.4 

	
	
	Link 8 – DL 
	-96.8 
	0.02 
	

	
	
	Link 4 – DL 
	-97.5 
	0.02 
	

	
	
	Link 2 – DL 
	-102.2 
	0.01 
	

	Link 2 
	-62.2 
	Link 7 – DL 
	-80.4 
	0.7 
	< 0.8 

	
	
	Link 6 – DL 
	-81.2 
	0.6 
	

	
	
	Link 5 – DL 
	-88.9 
	0.1 
	

	
	
	Link 1 – DL 
	-90.3 
	0.1 
	

	
	
	Link 3 – DL 
	-91.6 
	0.06 
	

	
	
	Link 4 – DL 
	-92.1 
	0.05 
	

	

	Link 1 
	-60.5 
	Link 5 – UL 
	-79.4 
	0.9 
	< 1 

	
	
	Link 7 – UL 
	-88.3 
	0.1 
	

	
	
	Link 2 – UL 
	-90.3 
	0.08 
	

	
	
	Link 8 – UL 
	-91.8 
	0.06 
	

	
	
	Link 6 – UL 
	-94.5 
	0.03 
	

	Link 2 
	-62.2 
	Link 5 – UL 
	-75.6 
	1.9 
	< 2 

	
	
	Link 1 – UL 
	-102.2 
	0.01 
	


[bookmark: _Ref488672323]Table 10	Downlink and Uplink interference results
Interference calculations for the access links provide comparable results with both type of antennas, with negligible threshold degradation.
A further check made using two adjacent channels confirmed the practical condition of no threshold degradation.

[bookmark: _Toc488581506][bookmark: _Ref488669785][bookmark: _Toc490641023]Rooftop deployment scenario simulation

The simulation model used is that of an unplanned deployment where multiple uncoordinated sites are deployed using a license exempt model spectrum management model. The deployment is based on use of multiple P2MP beam-steering sectors, where each sector includes a single instance of P2MP beam-steering base-station with several beam-steering terminals.
The aim of the simulation is to check the expected performance, as well as get a feeling for the effect of various parameters on interference probability. Such parameters include the use of dynamic frequency selection (DFS), transmit power control (TPC), the overall density and the effect of terminals-per-BS density. The system operates in TDD manner and the antenna pattern is selected per the pointing angle of the link in the sector. Each interference scenario between any two links is described by angles and distances as shown in the drawing below.



Figure 11	Interference scenario
The simulation assumes a certain area of operation, in which a certain base-station sector density per square km is used. Each sector is 120 wide where coverage area spans from 20m to 200m. In each sector we assume a certain terminal per base-station density, which may be fixed or normally distributed. The simulation used a certain number of frequency channels where 20dB of adjacent channel rejection assumed (i.e. NFD). The propagation model is LOS propagation (including Oxygen absorption). The simulation results are captured by observing signal-to-interference ratio (S/I) distribution over about 10000 S/I simulations. These results are visualized as histogram with S/I bins from 0dB to 20dB. S/I values above ~4dB are considered to possible to operate with using robust modulations such as coded QPSK. An example of a simulation scenario is shown below, where the sector density 40 base-stations per square km and the area being analyzed is of dimension 1.5 km x 1.5 km. Each base-station (i.e. AP) serves 4 terminals, where the blue slices represents the base-station sectors nominal coverage area while the red circles represent are terminals (i.e. RT). No coordination or ordering is used and the position of base station is take from a random uniform distribution over the simulation area while the position of the terminal is taken from a random uniform distribution in their respective base-station sector coverage area.
[image: p2mp_exampl_scenario]
Figure 12	Scenario example
The next figures depict simulation results in various conditions. Typically the base-station density is being varied and TPC is being deployed. The simulation cases include:
· Fixed four terminals per base-station using two frequency channels.

· Fixed four terminals per base-station using four frequency channels.

· Random N(4,2) distributed number of terminals per base-station using two frequency channels.

· Fixed node density by adjusting terminal to base-station ratio using two frequency channels.

· Fixed four terminals per base-station using two frequency channels and no TPC.

· The simulations include the deployment of a DFS mechanism.
[image: s2i_fixed_4_sta_per_ap]
Figure 13	Fixed four terminals per base-station using two frequency channels
[image: s2i_fixed_4_sta_per_ap_4_freq_channels]
Figure 14	Fixed four terminals per base-station using four frequency channels
[image: s2i_fixed_rand_sta_per_ap_2_freq_channels]
Figure 15	Random N(4,2) distributed number of terminals per base-station using two frequency channels
[image: s2i_variing_sta_per_ap_2_freq_channels]
Figure 16	Fixed node density by adjusting terminal to base-station ratio using two frequency channels
[image: s2i_variing_sta_per_ap_2_freq_channels]
Figure 17	Fixed four terminals per base-station using two frequency channels and no TPC

The above results all demonstrate very robust performance in view of the high densities and lack of any planning simulated. The percent of nodes that remain blocked by interference even at their most robust modulation (which is assumed to S/I less than 4dB) is typically ~1%.
As expected, use of more frequency channels improves the chances for lack of interference. 
We expect that real life scenarios will provide even better results due factors not considered in this analysis such as obstacles to pure LOS propagation, such as rooftop height being nom uniform across the deployment area and foliage height often exceeding the rooftop height.


[bookmark: _Toc488581507][bookmark: _Ref488669793][bookmark: _Toc490641024]Street-level deployment scenario simulation

The street level deployment scenario assumes a Manhattan grid of buildings in which wireless links are deployed across the streets. In the specific scenario analyzed, block size is taken as 90 m and street width is taken as 15 m. The simulation examines the chances for interference between a collocated pair of links using the same frequency channel. The link distance for both links ranges from 20 to 300 m. The distance between the interfering links to the interfered link also ranges from 20 to 300 m. The simulation consists of generating 10,000 random configurations per interfering-to-interfered distance. The frequency simulated is 61.5GHz, and co-channel interference thresholds are taken from ETSI EN 302 217-2 standard. A graphical depiction of the simulation scenario is shown below, where the blue lines represent the victim link whereas the red lines represent the interfering link.
[image: jgraph]
Figure 18	Street level interference scenario depiction
The figure below shows the simulated probability of interference shown when using a 30 dBi regular antenna conforming to F.699 radiation pattern envelope (RPE). No polarization discrimination is assumed. It shows that the interference probability is moderate within the same block but drops rapidly at more than one block distance.
[image: igraph]QPSK
16-QAM
32-QAM

Figure 19	Regular antenna probability of interference as a function of interferer distance

The same simulation is repeated with the use of a beam-steering antenna and the result is shown below.

[image: manha_grid]QPSK
16-QAM
32-QAM

Figure 20	Beam-steering antenna probability of interference as a function of interferer distance

The street level analysis is performed on a simplified grid, but results should be valid to a general urban grid. In any such grid, the street structure (i.e. buildings) isolation is the main isolator and the antenna pattern contribution is secondary. This happens because the antennas are forced to be aligned to the streets directions, which implies that antennas are either on the same street, non-isolated, and pointing more or less to the same direction, or on parallel or orthogonal streets, isolated by building. The Oxygen absorption plays an insignificant role at such short distances. The most important observation form this analysis is that the beam-steering antenna results are the same as a regular antenna. Other than that we expect that use of more than one frequency channel with a DFS mechanism should enable uncoordinated use also in this case, even with low gain beam-steering antennas.


[bookmark: _Toc488678162][bookmark: _Toc488680996][bookmark: _Toc488681031][bookmark: _Toc488681700][bookmark: _Toc488682202][bookmark: _Toc488741418][bookmark: _Toc488913523][bookmark: _Toc488994737][bookmark: _Toc490641025]Network Analysis
[bookmark: _Toc490641026]Simulation Results 

Simulations regarding network traffic capacity (i.e. aggregate goodput, Figure 21) and End-to-End (network) delay (Figure 22) have been carried on based on Washington setup reported in Fig. 3 and in case of use of single channel.
The 1.65 Gbps achieved by MCS 8 for a single link results in a maximum network goodput of approximately 6.6 Gbps since we have four wireless links to the three fiber access locations.

Aggregate Goodput:
[image: ]
[bookmark: _Ref488672791]Figure 21	Overall network goodput
Note: Goodput is defined as the rate of successful delivery of information [bit/s] arriving at the medium access control (MAC) layer access point (AP) of a certain station (see §4.1.1).
End-to-End Delivery Delay:
[image: ]
[bookmark: _Ref488672799]Figure 22	End-to-End Delivery Delay
NOTE: The blue and orange bars correspond to the left and right y axis, respectively.
The value of the traffic generation rate indicates the value of each of the uplink and downlink traffic arrival rates at the node.
For example when the rate is set to 200 Mbps, the uplink traffic generated at each AP is 200 Mbps, and the downlink traffic generated at the fiber for each AP is also 200 Mbps.
Thus, in a three-hop set (i.e., such as in fiber point 1, connecting APs 2, 3, and 4 in Fig. 3), the aggregate generated traffic results in 1.2 Gbps. When the rate/link increases to 300 Mbps, the total traffic generated is 1.8 Gbps, exceeding the maximum goodput that can be achieved by the last-hop link (01-04) to the fiber using MCS 8. Hence, the delay increases significantly when the traffic arrival rate increases from 200 Mbps to 300 Mbps.
For a low traffic arrival rate (up to 200 Mbps), the MAC layer queue of an AP is stable, resulting in a low average value of the end-to-end packet delivery delay. When the traffic arrival rate increases, the queuing delay at each AP increases accordingly, resulting in a significant increase in the average end-to-end packet delivery delay.

[bookmark: _Toc490641027]Simulation Results Parameters

Goodput: is defined as the rate of successful delivery of information [bit/s] arriving at the medium access control (MAC) layer access point (AP) of a certain station.
[image: ]
[bookmark: _Ref488672920]Figure 23	Goodput application layer
End-to-End Delivery Delay : the duration from the time that a packet arrives at the MAC layer of the source station to the time that it is delivered to the MAC layer of the destination station
Assumptions for Goodput evaluation
· No transmission collision happens
· No channel error happens
· No re-transmission
· No transmit or receive training field (TRN-T/R) is added to any MPDU (MAC layer protocol data unit)
· The channel idle time that may exist at the end of a DTI is neglected
· The current simulation results are based on the scheduling scheme of the IEEE 802.11ad.
MAC (Media Access Control) Layer
· Based on the IEEE 802.11ad standard
· Time is partitioned into beacon intervals
· Beacon transmission interval (BTI)
· Association beam-forming training (A-BFT)
· Data transmission interval (DTI)
· The DTI of each AP is partitioned into equal-duration service periods (SPs) separated by guard intervals 
· A contention-based access period (CBAP) is not included in every beacon interval. In the simulations, it is included every 100 beacon intervals
· [image: ]Each SP is divided into two equal-duration periods for uplink and downlink transmissions (i.e. for transmission of data from/to an AP to/from the optical fiber access)

[image: ]
[bookmark: _Ref488672926]Figure 24	Beacon interval and service period

[image: ]Figure 25 and Figure 26 show receiver sensitivity, modulation and coding schemes for IEEE 802.11ad standard.
[bookmark: _Ref488678174][bookmark: _Ref488678169]Figure 25	IEEE 802.11ad extract


[bookmark: _Ref488678184][image: ]Figure 26	MCS, Code Rate and Data Rate (Ref. [ 3 ]))

Simulation of BER vs SINR are shown in Figure 27:
[image: ]
[bookmark: _Ref488672986]Figure 27	BER vs SINR
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